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Multicast routing algorithm based on tabu search
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Abstract: The delay and delay variation-bounded Steiner tree problem is an

important multicast routing issue in real-time multimedia networks. Such a

constrained Steiner tree problem is known to be NP-complete. A multicast

routing algorithm is presented, which is based on tabu search to produce

routing trees having a minimal network cost under delay and delay variation

constraints. The simulation shows that the algorithm is efficient for actual

networks. This approach makes IP multicast utilize resources efficiently in

delivering data to a group of members simultaneously.
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0 Introduction

Multicast is a mechanism to efficiently

[1]

support multi-point communications In order

applications, network

provide QoS

guarantees. Several delay-constrained heuristics

to support real-time

protocols must be able to
have been proposed™. However, some of these
heuristics may fail to provide a low cost tree as
they assume that network links are symmetric.
There are several situations in which the
need for bounded variation among the path
delays takes place. During a teleconference, it is
important that the speaker is to be heard by all
participants at the same time, otherwise, the
communication may lack the feeling of an
interactive face-to-face discussion. Rouskas,
et al." presented a heuristic algorithm that was
which
guaranteed certain bounds on the end-to-end

Sheu, et al.'™

presented a multicast routing scheme on core

used to construct multicast trees,

delays and delay variations.
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based tree(CBT). But they do not attempt to
optimize the multicast tree in terms of cost.
Artificial intelligence technique is used for
solving this problem because of its success on
similar difficult combinatorial problems. For the
delay and delay variation-bounded minimum cost
multicast routing problem, several heuristics
have been proposed®!®. 1In this paper, an
efficient algorithm is presented., which is based
on tabu search'" to produce a low-cost multicast
tree with delay and delay variation constraints.
This algorithm is called tabu search (TS) for
delay and delay variation constraints low-cost
routing (TSDDVMA).
TSDDVMA belongs to source-based routing

algorithm, because it is assumed that sufficient

multicast algorithm

global information is available to the source.
The algorithm starts with an initial shortest path
tree constructed by using Sheu's algorithm'".
Then the algorithm constructs a backup-paths-

set for each destination using K-th shortest path
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algorithm, and generates neighborhood structure.
1 Problem definition

Mathematically, the delay and delay

variation-bounded minimum cost multicast
routing problem can be formulated as follows.
Given a graph G = (V,E), with node set V and
edge set E, define two objective functions, ¢(u,
v) and d(u,v), on each edge (u, v) € E. Let
c(u,v) be the cost of edge (u,v) and d(u,v) be
its delay. Assume that ¢(u,v) = c¢(v,u) and
d(u,v) = d(v,u). On this graph, there are a
source node s, and a set of destination nodes M,
called the multicast group. The set of vertices
from the set V.— M — {5} is called Steiner
vertices. It tries to construct a delay and delay
variation-bounded Steiner tree T rooted at s,
that spans the destination nodes in M such that
for each node v in M, the delay on the path from
s to v is bounded by a delay constraint A, and at
the same time, the inter-destination delay
variation is also bounded by a constraint 0.
Formally, for each v € M, if p(s,v) is the path

in T from s to v, then

Dlde)<A; Vo €M (D
e€ plsiv)
S dte)— X dte)| <os Vuw € M ()
e€ plsau) e€ pls.v)

Delay and delay variation-bounded minimal
cost multicast tree is a delay and delay variation

constraints Steiner tree T such that

Cost (T) = D c(e) (3

ET
is minimized and satisfies the Inequalities (1), (2).

2  Multicast routing algorithm with
delay and delay variation constraints

The number of possible multicast trees in a

computer network of a moderate size is
extremely large. Furthermore, because of the
multiobjective nature of the problem and the
various cost parameters, it is not clear what
Modern

heuristics such as TS have been found effective

constitutes the best tree. iterative
in dealing with this category of problems which
have an exponential and noisy search space with

numerous local optima. These iterative algorithms

are heuristic search methods, which perform a
nondeterministic but intelligent walk through
the search space.
2.1 Initial solution

For the delay and delay variation-bounded
Rouskas, e al.™

Steiner tree problem,

constructed a delay and delay variation
constraints Steiner tree, but the algorithm's
complexity is high. In this paper, the initial
solution T, is constructed by using DDVCAM-?!,
If DDVCA returns false, then the algorithm may
fail to obtain a feasible solution.

2.2 Backup-paths-set

For each destination node v € M, firstly
compute least cost paths from s to v by using
K-th shortest path algorithm to construct a
backup-paths-sett 1214 Let B, be the
backup-paths-set for destination node v, then

B, = {B,.,-*,B,,,Bl} 4

If there are no % different paths from the
source to destination node v satisfing the delay
constraint, it is shown that the delay constraint
is too small, then negotiate with destinations
node above the delay constraint™ .

2.3 Neighborhood structure

A neighbor structure of the solution T, is
defined as:

N(T,,) ={T|TCSG, T= (T, —p,) UB,,

v€E Mand 1 <[ < k) (5)
where p} is the s-th backup path for destination
node wv.

See the following definitions about the
multicast tree. Given a network G = (V,E) and
a multicast tree T, p(s,v) is a path from s to v,
for Vs,v € V.

Definition 1  Adding path (U). Add a
path p(s,v) into T, denoted by T U p(s,v),

T U pG.v) ={ele€& Tore & pls,v)} (6)

Definition 2 Deleting path (—). Delete a
path p(s,v) from T, denoted by T — p(s,v),

where s is the source node and v is a destination

node,
T—pG,v)= U {ele€ Tande € p(s,u)}
u€ M,u#v
(7
Theorem 1 Given a network G = (V,E),

a source node s, destination node set M. A and &
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are the delay bound and the delay variation
bound of session,
Suppose T is a subtree, and Ay < A, 8y << 0.
Sub (M) is the destinations covered in T so far,
and Sub (M) << M. Use d,.x and d,,;, to represent

the maximal delay and minimal delay of the path

multicast respectively.

among the paths from s to each destination of
Vm € M, m &
Sub (M), if p(s,m) satisfies max{0, dp. — 0} <
d(p(sym)) < min{duy, + 6,A) and T = T U
p(s.m), then

Sub(M) in T, respectively.

AT’ <As 67" < 8 (8)
Theorem 1

constructing a feasible tree meets delay and delay

shows that the procedure of

variation bounds, if the delay of a path from s to
next uncovered destination satisfies max{0, d,.. —
0y < d(p(s,m)) < min{d, + .4}, and then the
tree after adding this path is still a feasible tree™.
2.4 Tabu moves

A tabu list is maintained to prevent returning
to previously visited solutions. This list contains
information that forbids the search to some
extent from returning to a previously visited
solution. In approach of this paper, a multicast
tree is considered as an element of tabu list.
2.5 Aspiration criterion

Aspiration criterion is a device used to
override the tabu status of moves whenever it is
appropriate. It temporarily overrides the tabu
status if the move is sufficiently good. The
aspiration criterion must make sure that the reversal
of a recently-made move (that is, a move in the tabu
list) leads the search to an unvisited solution,
generally a better one. In this approach, if the cost
of a tabu candidate solution is better than current
solution, then it replaces current solution and is
considered as new current solution.
2.6 Termination rule

A fixed number of iterations have been used
as a stopping criterion, and experimented with
different values of iterations. It is found that for
all the test cases, the TSDDVMA converges
within a maximum of 200 iterations. The pseudo
code for TSDDVMA is as follows:

Procedure TSDDVMA (G = (V,E),s,M,
A,8.c,d)

1. T, = DDVCA (G, s, M, A, 6, d);

2. U T, = NULL then return FAILED;

3. idter = 03

4,  Generate backup-paths-set by using
k-SPA;

5. while (iter << Maxiternum)

6. Generate neighbor solution N(T,.,)
7. Get best solution Ty € N(T,.)

8 if satisfing aspiration criteria then

9 Thw: = Thins Toexit = Toin

10.  update tabu list;

11. else

12.  if Cost (T,) << Cost(T,..) then
13. These < Troin

14. update tabu list;

15.  endif

16.  idter < iter +1

17. end while
2.7 Time complexity

Theorem 2 The time complexity of
TSDDVMA is O(kmn®), where m is group size
and n is network size, k£ is the parameter in
k-SPA.

Proof
initial solution by using DDVCA is OGnn®)™,
and the
backup-paths-set by
OCkmn®)t-710-18:14]

O(k), thus, for Q iterations, the cost becomes

The time complexity of generating

constructing
k-SPA is

Because one iteration costs

complexity of

using

O(Qk). So the worst time complexity of the
algorithm is OGnn® + kmn® + Qk). The term Qk
is usually much smaller than &Zmn’, so the time
complexity of TSDDVMA is OCkmn®).

3 Simulation results and discussion

The TSDDVMA algorithm described in this
paper has been tested on several randomly
generated networks based on the Waxman's
algorithm*,

In the first set of experiments, TSDDVMA
is compared with DDVCAM! and SADDVMAL*
for cost performance, where DDVCA is a delay
and delay variation-bounded Steiner tree without
considering the tree cost. Fig.1 shows the tree

cost ¢, for varying network size n with the group

size m = 4 and 6 respectively with an average
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node degree of 3, A = 0.40 and & = 0. 20. The
source nodes and destination nodes vary in each
time experiments. It can be seen from Fig. 1 that
TSDDVMA has a better cost performance than
DDVCA, and is close to SADDVMA, and could
construct low-cost trees which satisfy the given
delay and delay variation bound and manage the
network resources efficiently.

In the second set of experiments, Fig. 2 shows

the tree cost for varying network size n with the

group size m = 5, an average node degree of 3.5
20
—-+—DDVCA
18 -==SADDVMA
-=-TSDDVMA
16
_14f
1.2
10
0.8
I
0'620 25 30 35 40 45
n

(a) Group size is 4

(around) and 4. 0 respectively, A = 0.40 and § =
0.20. In general, TSDDVMA has good cost
performance and is feasible and effective.
Finally, consider the iteration times of the
algorithm. Fig. 3 shows the tree cost for varying
iteration times with the number of network
nodes n = 40 and 50 respectively, group size m
=4, 5 and 6. The algorithm converges quickly,
and has desirable characteristics of approximation
iterative heuristics, which satisfies the real-time

requirements of multimedia network.
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(b) Group size is 6

Fig.1 Tree cost ¢, versus network size n for A = 0. 40, & = 0. 20 and average node degree 3
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Fig.2 Tree cost ¢, versus network size n for A = 0.40, 6 = 0.20 and m = 5
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Fig. 3 Tree cost ¢, versus iteration times i for example network
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4 Conclusions

Simulations demonstrate that the algorithm
of this paper performs excellent performance of

cost, rapid convergence and better real-time

property.
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